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Abstract Contractive Lyapunov functions play a non neglectable role in
convergence properties of Markov chains. We will discuss properties of the
existence of these functions, as well as their impact on some problems.

1 Introduction

My cooperation with Arie Hordijk has been spiced by Lyapunov function
methods. The first application of such functions has been in the context of
Markov decision chains, with applications to the optimal control of queues.
My main goal for the PhD work was to prove an intriguing conjecture from
Rommert Dekker’s thesis, my predecessor PhD student with Arie, which is
largely a version of Theorem 1 for Markov decision chains.

Both Arie and myself have continued working on various applications
of “contractive” Lyapunov functions till this day. I will give an overview
of some of our issues of interest. Contractive Lyapunov functions form the
essential basis for all this work, although this is not always directly dis-
cernible. For this reason, I have taken the existence of this type of function
as the starting point and I have thrown in an occasional generalisation that
simply fits the conditions required.

2 Model and main Lyapunov function criterion

Our basic model is a discrete time Markov chain {&; }; on the countable state
space S with stationary transition probabilities p,, = P, ({41 = y|§ = 7).
We assume the Markov chain to be irreducible and aperiodic. P, E, stand
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for conditional probability and conditional expectation given &, = z, and
&i(x) for the state of the chain at time ¢ given &y = x.

Our basic criterion is the following. The non-negative function f: S — R
is called a (contractive) Lyapunov function, if there exist an ezception
set A C S, with A, A¢ := S\ A # 0; a bounded step function k : S — Z,
i.e., sup, k(x) < oo, and constants -, ¢ > 0, such that

Eo{f(Cr)} < exp{—}f(z), = ¢&A4; (1)
Eo{f(§k(a))} < oo for x € A, and E.{f(&1)} < cf(x), z € A.

These are rather strong conditions that roughly require the one step jumps
to have uniformly (in the states of A¢) convergent Laplace Stieltjes trans-
forms in a neighbourhood of 0. However, in the spirit of Arie’s work, these
conditions do allow considering the restricted transition matrix as a bounded
linear operator on a normed Banach space into itself.

Let P = (p,,)zyga denote the transition matrix restricted to A°.
Introduce the f-norm |g|; = sup, |g(x)|/f(x) and denote by L>(A¢, f) =
{g:A° = R||g|; < oo} the space of functions on A° with finite f-norm.

The conditions imply that 4P acts as a bounded linear operator from
L2 (A¢, f) to itself with norm | APHf = SWPyga D yga Puyf(y)/f(2). In
particular, one can show (see [11]) that | AP® |; < cexp{—~t} for some
constant ¢ that can be determined from the above given constants. Here
Ap() = (AP)t stands for the t-step reduced transition matrix.

Let 74 = min{t > 0| & € A}. The following lemma follows directly.

Lemma 1 If there exists x € A° with f(x) < infsea f(a), then Py{1t4 <
oo} < 1, implying in turn that the Markov chain is transient. Ifinf, g4 f(x) >
0, then T4 < oo with probability 1 and ETa < oo, for all initial states

50 =T ¢ A.
3 Exponential convergence properties

Now if we assume finiteness of the exception set A, then we can pull back
exponential convergence (to 0) of the reduced transition matrix to expo-
nential convergence of the un-restricted matrix, in the following sense. The
proof uses first entrance-last exit decomposition to the set A.

Theorem 1 [7], [11]. Let f : S — Ry. The following two conditions are
equivalent.

i) The function f is a contractive Lyapunov function for a finite exception
set ACS.

i1) There exist positive constants [3,b, such that P : L=(S, f) — L*°(S, f)
s an f-bounded operator and

| PO —L|, <b-exp{—pt},

where L = lim;_o, P, which is well-known (see [2]) to exist.
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If inf, f(x) = 0 then L = 0 and so the Markov chain is exponentially tran-
sient; if inf, f(x) > 0 then the Markov chain is exponentially ergodic. Re-
versely, if the Markov chain is exponentially ergodic or transient, then a
contractive Lyapunov function with the exception set A finite, exists.

A number of consequences of the above theorem can be found in the above
references. These include reward chains as special cases of Markov decision
chains.

More relevant are the following largely open problems: (i) how to com-
pute j3, given a contractive Lyapunov function with finite exception set; (ii)
given the exponential convergence rates of p,ng, is there a normed space,
with exponential convergence rate related to these individual convergence
rates? Limited results have been provided in [10]. Lund and Tweedie[8] have
provided the sharpest answer so far: for so-called stochastically monotone
chains the answer to (ii) is yes and any 8 < + suffices, with « from equation
1, provided k(z) =1 and A consists of one minimal state.

4 Transient case: Almost closed set structure

A good reason for allowing the exception set A to be infinite, is when study-
ing the different directions into which a transient Markov chain may escape
to infinity. This problem plays a role in studying the Poisson or the Martin
boundary of the chain. It also comes up when studying fluid limits (see [3],
[5]). Arie and his PhD student Nikolay Popov found this problem to emerge
as a part of methods for explicitly computing Large Deviation estimates in
e.g., [6].

To describe the concept of escape direction more precisely, we have to
introduce Blackwell’s concept ([1]) of an almost closed set. The set A C S
is called a.c. (almost closed), whenever for some state = (and hence for all)

P (limsup{¢ € A}) = P.(liminf{¢, € A})(= lim P.(& € 4)) > 0.
t—00 -0 -0

It is called transient, whenever P, {limsup, . {& € A}} = 0. An a.c. set
A is called atomic if it does not contain two disjoint a.c. subsets. It is called
completely non-atomic if it does not contain any atomic a.c. subsets. Now
Blackwell proved that there is a countable partition {Ag, A1,...} of the S,
such that Aj,... are atomic a.c. sets (if present) and Ay (if present ) is
completely non-atomic. This decomposition is unique upto transient sets.
Moreover,

1= Pe(limsup{é € A,})

n=0
— Z@ P, (liminf{&; € A,}) = 233?0 Pa(é € An), (2)

the latter expression being the crucial one that we often need. Now one can
extend Lemma 1 as follows (see [5]).
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Lemma 2 Let f be a contractive Lyapunov function with exception set A.

i) Let there be a state © € A®, with f(z) < a = infeeca f(a). Then the set
{ylf(ly) < a—€} is a.c. for any 0 <e < a.

i) Suppose that infyeae f(x) > 0, and that infieca Pw(liminft_)m{ft €
A}) > 0. Then the set A° is transient.

In the second case, the Markov chain need not be transient!

Often f is a contractive Lyapunov function with a finite exception set,
such that sup,, f(z) = oo, and inf,, f(2) = 0. Then the above lemma allows
to limit the state space to the smaller a.c. part {z|f(z) < a} of it, for some
o> 0.

Now we have not yet addressed the problem of constructing a contractive
Lyapunov function. We wish to identify atomic a.s. subsets and to conduct
a more refined study of where the process actually moves in the a.c. set. For
instance, the latter may stem from a study of fluid limits.

Write U(x;t) for the cumulative sum of expected jumps along the paths
of the Markov chain:

t
Ulait) =2+ 3 Euln — &ustl€ur), £=0,1,...
n=1

Clearly, &(z) — U(x;t) is a martingale. The conditions of Theorem 2 then
imply that (&(z) — U(z;t)) /T — 0 as. (see [4]). As a consequence, for
studying the behaviour of {ynj([zN])/N, N — oo, we may as well study
U([zN]; [¢N])/N, N — oo. Very often the jump distributions { p,, } . g are
a finite collection and so the latter limit is more easily studied and very
often can be shown to exist in distribution. Say it has a limit random vector
u(x;t), which will be called the fluid paths.

Assume that S C ZP. By conv(A) we mean the convex hull of A C
S in RP. The following conjecture has been proved in [5] for some low-
dimensional queueing examples. The relevance of equation 2 emerges here.

Conjecture Suppose that there are no non-atomic a.c. sets. Then to each
a.c. set C' corresponds precisely one ‘path’ u(0;t), t > 0, such that u(0;t) C
conv(C) for t > T, for some finite time T. Moreover,

&y (@) .
PZ(A}gnOO % = u(();t)) = lim P, (¢ €0).
Now these fluid paths can be used for constructing suitable contractive
Lyapunov functions, through sub-additive ones.

5 Sub-additive Lyapunov functions

There is the very simple trick of transforming a sub-additive relation into a
contractive one by taking exponentials. This was put to work in the context
of Lyapunov functions in [12], based on ideas from [9]. The following result
can be shown by using a Taylor expansion.
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Theorem 2 Let g be a sub-additive Lyapunov function, that is, there exists
an exception set A C S, A, A° # (), a bounded step function k : S — Z,
and a constant € > 0, such that

E. (g(gk(a:))) < g(.’L‘) -6 X ¢ A’ (3>

and E, (g(fk(z))) < 00, x € A. Suppose that further that S is endowed with
a norm |||, such that g is Lipschitz w.r.t this norm: |g(x)—g(y)| < ¢-|z—y]|
for some constant c. Moreover, sup, >~ p,, exp{é|y — x|} < oo, for some
constant 6 > 0. Then f(x) = exp{hg(z)} is a contractive Lyapunov function
for all sufficiently small h > 0.

The advantage is that sub-additive Lyapunov functions are easier to con-
struct (cf. [12]) Allowing the step function k to be general instead of k(-) = 1,
has a smoothing effect on the Lyapunov function to be constructed.

For a positive recurrent chain, a minimal sub-additive Lyapunov function
is g(x) = eE,74. This interpretation of ‘expected hitting time’ is important.
Knowing the fluid paths, one can take the expected time to reach a set A
along the fluid path or along the time-reversed fluid path as a basis for this
construction.
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